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Abstract. Monitoring public space with imaging sensors to perform
an object- or person-tracking is often associated with privacy concerns.
We present a Dynamic Vision Sensor (DVS) based approach to achieve
this tracking that does not require the creation of conventional grey- or
color images. These Dynamic Vision Sensors produce an event-stream of
information, which only includes the changes in the scene.
The presented approach for tracking considers the scenario of fixed mounted
sensors. The method is based on clustering events and tracing the re-
sulting cluster centers to accomplish the object tracking. We show the
usability of this approach with a first proof-of-concept test.
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1 Introduction

In the field of computer-vision automated object detection and tracking are chal-
lenging topics. Over the past decades, various approaches have been developed.
In [1,2,3] methods under evaluation of the optical flow are considered, whereas in
[4,5,6] variations of the Kalman filter and in [7,8,9] techniques of deep-learning
based approaches are utilized.

However, these approaches are using conventional, frame-based (grey-value)
images captured by classical CCD- or CMOS imagers [10]. Depending on the
domain of application, this type of recording can quickly lead to problems with
the privacy awareness of potential users (especially in in-home environments) or
in the case of public places in complex legal issues [11].

The described use case of object tracking in this paper is part of a project
whose goal is to improve the planning of public open space by including the
specific user behavior in the basic urban design process. For this purpose, it is
planned to construct a distributed, sensor-based system in order to automatically
derive various parameters of the considered area. In the first step, we focus on
the task of object detection and tracking to derive information about the number
of users and their movements.
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To overcome privacy concerns and restrictions by laws, we suggest the utiliza-
tion of an alternative image sensor, the so-called Dynamic Vision Sensor (DVS).
This type of sensor is biological inspired and works not in a frame-based manner.
Instead it transmits the changes within a scene in an asynchronous way when
they happen.

The paper is structured as follows: In section 2 the DVS and its functionality
are described. A filtering and clustering approach for object tracking based on
a DVS is presented in the subsequent section. In section 4 a simple proof-of-
concept comparison of the DVS solution to a classical image-processing solution
is presented. Section 5 concludes with a short summary.

2 Dynamic Vision Sensor

CCD- or CMOS imagers typically operate at a fixed frame rate and produce
a constant data stream independent of changes in the considered scene. This
can lead to high redundancies in the individual captured frames. In contrast to
this, the pixels of a Dynamic Vision Sensor operate independently and asyn-
chronously, based on relative light intensity changes in the scene. This approach
is, as a part of neuromorphic engineering, borrowed from biology. For this reason,
DVSs are also called “silicon retinas”.

Each pixel of a DVS only transmits an information (called an event) when
a change in intensity greater than a pre-defined threshold is measured. As a
consequence, a static scene generates no sensor output at all.

The output of this sensor is typically encoded as a sparse stream in an
Address-Event Representation (AER). Each event in this stream includes [12]:

(x, y)-Coordinate:
The pixel coordinate in the sensor array that triggered the event.

Timestamp:
The time of the occurrence of the event. Typically, in a resolution range of
milliseconds.

Meta information:
Depending on a specific sensor model, e.g. the polarity of an event (ON :
change from dark→ bright, OFF : change from bright→ dark) or the bright-
ness value at the moment of the event generation (greyscale value).

Lichtsteiner et al. mentions in [12] that the first sensor of this type was
developed in the mid-1990s. An overview of subsequent developments can be
found in [13]. In the scope of this work, we used the “CeleX-IV” sensor, which
is developed by Hillhouse Technology [14]. This sensor offers a 768 × 640 pixel
array resolution, a high-speed AER output with 200Meps (events per second)
and a high dynamic range of ≈ 120dB.

Figure 1 shows an example scene captured with this sensor. In Figure 1a the
scene is displayed as a greyscale image, whereas Figure 1b shows the visualization
of a 60ms time window of event data as a binary image. Each pixel, where at least
one event occurred in the time window, is set to white. Figure 1c illustrates the
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(a) Greyscale reference (b) Binary event visualization in a 60ms
time window

(c) Spatiotemporal visualization of six continuous 60ms time windows (color-
coded)

Fig. 1: Example visualizations of AER data captured with a CeleX IV-DVS
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spatiotemporal information within the stream of events. Each of the six colors in
this figure represents a time window of 60ms (total 360ms) of events. The burst
of events at the position of the moving human and the tree waving in the wind
are clearly visible in these visualizations.

3 Event-Clustering as a basic tracking approach

Fig. 2: Suggested processing-chain for object tracking

Based on the inherent properties of the event-based vision sensor, we propose
the processing-chain in Figure 2 to achieve a tracking of moving objects. For
this we use a neighborhood-based event filter as a pre-processing step, followed
by a hierarchical clustering and a tracing of cluster centroids. These steps are
explained in the following sub-sections. Our implementation is based on slicing
the continuous event-stream in non-overlapping blocks of a fixed time length
(following referred as sliding time window) and the processing of each of these
blocks.

In addition to the privacy benefits (no grey- or color-value information of the
scene is needed) offered by the sparsely populated event stream of a DVS, this
approach offers the possibility to achieve a solution with little need of computa-
tional and power resources. An important point is, that the static background
of the scene does not have to be considered. Especially in the context of sensor
networks this can be a great advantage.

3.1 Event-Filtering

Figure 1b and 1c clearly shows that there is significant sensor noise in the
recorded signal, which prevents a sensible use of clustering approaches. There-
fore, we suggest a simple filtering step exploiting the spatial and temporal neigh-
borhood for pre-processing. For each event, the number of other events in the
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(a) Visualization of considered filter-
neighborhood

(b) Filtered binary event visualization
in a 60ms time window

(c) Result of the filter applied to data from Figure 1c

(d) Filter effect on the event count per sliding time window

Fig. 3: Visualization of the event filtering step
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von-Neumann neighborhood (4-neighborhood) within the current sliding time
window is calculated as

f(eventx, eventy) =
∑

t∈time window

count(eventx ± 1, eventy ± 1, t) (1)

Figure 3a clarifies the considered spatio-temporal neighborhood for an event. An
event is rejected when f(eventx, eventy) < threshold.

We suggest setting the threshold value depending on the width of the under-
lying sliding time window. We have chosen the value empirically and set it to
1/8 of the sliding window in ms. The filtering result is shown in Figures 3b and
3c (compare with the unfiltered version in Figure 1).

This filtering drastically reduces the number of events which must be pro-
cessed in the next step, while preserving most of the events from the desired
objects. The effect on the average number of events per sliding window is shown
exemplarily in Figure 3d based on various recordings (compare with section 4).
Within this pratical example a reduction of about 96% on the average event
count per sliding window was achieved.

3.2 Hierarchical clustering

(a) Sliding window t1 (b) Sliding window t2

(c) Magnified cluster from 4a (d) Magnified cluster from 4b

Fig. 4: Color-coded result of clustering at different sliding windows
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Fig. 5: Highlighted path of tracked center points between sliding window t1 and
t2 (compare with Figure 4)

The next step in the processing chain consists of clustering the pre-filtered
events to get semantic related groups of events. As the number of clusters (mov-
ing objects) in the scene is not known a priori, a hierarchical clustering approach
is used.

We use a hierarchical single-link clustering (provided by the “fastcluster”-
library [15]) based on the euclidean distance of the (x,y)-coordinates of the
pre-filtered events. The clustering break point is controlled by a pre-defined
cutoff-distance. Only clusters consisting of a minimum number of events are
considered for further processing. Figure 4 illustrates the result of the clustering
step at two different sliding windows in the form of color-coded clusters.

The Table 1 summarizes all parameters and their selected values of our pre-
sented approach.

3.3 Cluster path tracking

For each cluster resulting from the previous step, the center point is calculated.
Based on this center point, the objects are traced over the time, i.e. over succes-
sive sliding time windows. Two center points from clusters in consecutive sliding
time windows are considered as semantically linked when their euclidean distance
is smaller than a pre-defined threshold (see Table 1). If there is no other point
within this distance, the corresponding cluster is interpreted as a new object.

Table 1: Parameter setting overview
Parameter Setting used in our experiments

DVS-Record: sliding time window 60 ms
Event-Filter: threshold 1/8 · sliding window length [ms]
Clustering: cutoff distance 50 px
Clustering: minimal cluster size 100 events
Cluster path tracing: maximum center distance 50 px
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Table 2: Scene description within recorded data
Recordname Description of scene # of sliding

time windows

Rec 0 Pedestrian crossing, partially obscured by a tree 310
Rec 1 Pedestrian crossing, partially obscured by a tree 359
Rec 2 Pedestrian crossing, partially obscured by a tree 292
Rec 3 Pedestrian crossing 343
Rec 4 Cyclist crossing, partially obscured by a tree 259
Rec 5 Pedestrian crossing, partially obscured by a tree 303
Rec 6 Cyclist crossing, partially obscured by a tree 225
Rec 7 Riding lawn mower crossing 502

The result of tracking these cluster center points is exemplified in Figure
5, which shows the tracked path between the two sliding windows displayed in
Figures 4a and 4b.

4 Proof of Concept

The presented cluster-based tracking approach on event-based vision informa-
tion focuses currently on the special use case of a fixed mounted sensor and
moving objects in the monitored scene. Due to the fact that the research area of
event-based computer vision is fairly new, there is a lack of well-known standard
databases covering various use cases and different DVS-sensor resolutions and
characteristics.

Hu et al. [16] are describing an approach to convert “classical” frame-based
vision datasets into synthetic event-based datasets. But the converted databases
are not addressing the described use case of object tracking and the conversion
tries to simulate a DVS sensor with a smaller sensor resolution than the one
used in our practical experiments (see section 2). Hence, creating synthetic con-
verted data for our specific sensor will produce artefacts. Thus, we decided to
use a small, self-recorded database for the first proof-of-concept of the proposed
approach. Table 2 briefly summarizes the considered scenes within this dataset.

The following subsections present an alternative tracking approach using
a frame-based imaging technique which is compared with the proposed DVS-
clustering method.

4.1 Comparative approach: difference image

Due to privacy concerns that need to be considered (compare with the project
description in the introduction), it is not possible to use “classical” greyscale or
color images to monitor the desired space. One possible option from the field of
image processing is the approach of using difference images and binarization.

For this purpose, a recording of the background (scene without any objects,
see Figure 6a) is taken. Each frame of the actual recording (see Figure 6b) is
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(a) Background (b) Considered scene

(c) Calculated binary difference image (d) Morphological (Opening, 3x3 cross)
filter result

Fig. 6: Visualization of the described privacy aware ’classical’ imaging approach
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compared with this background in that the difference between these two images is
calculated. To ensure the privacy concerns this difference image can be binarized
(see Figure 6c), so that no restoration of color- or greyscale values is possible.

Similar to the described filtering of DVS-events this approach allows also the
use of a filtering as an additional step. In this case, the use of morphological
operations is one possible way. Figure 6d shows the filtered result which arises
when using a morphological opening operation with a 3x3 cross-structure kernel
element.

Based on these images the use of well-known computer vision object tracker
is possible. For comparison we used the implementations‡ in the openCV-library
[17].

4.2 Comparison: Event-Clustering & openCV-tracker

Compared to the presented clustering procedure on the DVS event data, the
implementations of the openCV trackers require a bounding box, which includes
the object to be tracked, as input parameter. Due to this fact, we decided to
compare the two approaches on the basis of the tracked path of this selected
object. This means, that in terms of this proof of concept comparison a single
object tracking is performed, although the DVS clustering-based approach could
track multiple objects in a scene.

For the two approaches the algorithmically determined object center is com-
pared to a manually defined ground-truth position. In case of the DVS-clustering
this object center is the cluster center point and for the openCV-tracker the cen-
ter point from the points within the returned object bounding box is used. By
estimating this center point over continuous sliding time windows (or the gen-
erated and filtered binary images), an object path is determined. An example is
given by the red line in Figure 5.

For the quantitative comparison of these paths in comparison with the ground-
truth path the dynamic time warp distance is used [18]. This distance measure
allows the determination of similarity even for different lengths of results.

In Figure 7 the calculated distances for the DVS-clustering approach, and for
six different in openCV implemented object tackers (for details please compare
with openCV documentation) are shown. The distance values for each of the
openCV trackers is averaged over 15 different executions with identical initial
parameters to compensate stochastic effects within some of the trackers. In the
considered footage (compare with Table 2) our event-based approach, with one
major exception, is comparable or better than the openCV-trackers.

The presented approach fails in Rec7 due to the performed event filtering
step. The Figure 8a shows the unfiltered events which are generated by the
object and Figure 8b contains the corresponding filtered events, whereas Figures
8c and 8d show that too many events are removed in the further course of the
recording. As a result, the minimal cluster size condition (compare with Section
3.2) is not reached. Therefore, the continuous tracking of the object is lost.

‡see https://docs.opencv.org/3.4.2/d0/d0a/classcv 1 1Tracker.html

https://docs.opencv.org/3.4.2/d0/d0a/classcv_1_1Tracker.html


Hierarchical clustering for object tracking with DVSs 11

(a) No morphological post-processing on binary difference images

(b) With morphological opening as post-processing on binary difference images

Fig. 7: Calculated path distances for DVS-clustering and six different object
trackers implemented by openCV
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(a) Plain tx (b) Filtered tx (c) Plain ty (d) Filtered ty

Fig. 8: Magnified selection of unfiltered and filtered events in Rec7

5 Conclusion

We presented an initial approach to track moving objects by clustering and
tracing their center points based on event data from a Dynamic Vision Sensor.
Our method is simple and fast, while respecting possible privacy concerns of
depicted persons.

The method is currently implemented on standard PC hardware. Since fil-
tering of the event data significantly reduces the number of events, outsourcing
the filter stage to a FPGA would enable implementation on less powerful micro-
processors.

Another important aspect for further research is the creation and publication
of a larger event-based database with corresponding ground truth annotations to
allow a systematic evaluation that goes beyond the presented proof-of-concept
test.

Also, the improvement of the presented approach itself is an aspect for further
research. The time information for each event (which has a resolution of millisec-
onds) is mostly unused in the current approach, which represents potential for
additional improvement.
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